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C O N S P E C T U S

The activity within a living cell is based on a complex net-
work of interactions among biomolecules, exchanging infor-

mation and energy through biochemical processes. These events
occur on different scales, from the nano- to the macroscale, span-
ning about 10 orders of magnitude in the space domain and 15
orders of magnitude in the time domain. Consequently, many dif-
ferent modeling techniques, each proper for a particular time or
space scale, are commonly used. In addition, a single process
often spans more than a single time or space scale. Thus, the
necessity arises for combining the modeling techniques in mul-
tiscale approaches.

In this Account, I first review the different modeling meth-
ods for bio-systems, from quantum mechanics to the coarse-
grained and continuum-like descriptions, passing through the
atomistic force field simulations. Special attention is devoted to their combination in different possible multiscale approaches
and to the questions and problems related to their coherent matching in the space and time domains. These aspects are
often considered secondary, but in fact, they have primary relevance when the aim is the coherent and complete descrip-
tion of bioprocesses.

Subsequently, applications are illustrated by means of two paradigmatic examples: (i) the green fluorescent protein (GFP)
family and (ii) the proteins involved in the human immunodeficency virus (HIV) replication cycle. The GFPs are currently one
of the most frequently used markers for monitoring protein trafficking within living cells; nanobiotechnology and cell biol-
ogy strongly rely on their use in fluorescence microscopy techniques. A detailed knowledge of the actions of the virus-
specific enzymes of HIV (specifically HIV protease and integrase) is necessary to study novel therapeutic strategies against
this disease. Thus, the insight accumulated over years of intense study is an excellent framework for this Account.

The foremost relevance of these two biomolecular systems was recently confirmed by the assignment of two of the Nobel
prizes in 2008: in chemistry for the discovery of GFP and in medicine for the discovery of HIV. Accordingly, these proteins
were studied with essentially all of the available modeling techniques, making them ideal examples for studying the details
of multiscale approaches in protein modeling.

Introduction

Biochemical processes occur on different scales of

length and time1 ranging from a few angstroms,

the size of the active site of proteins, where the

ultrafast triggering steps usually take place, up to

the level of the cells and organs, where their macro-

scopic effects are detectable by the naked eye.

Intermediate steps are the structural rearrange-

ment of biomolecules (approximately nanometer

and 10-100 ns), their aggregation/separation and

folding/unfolding (∼10 nm to micrometer and

greater than microsecond) and internal cell diffu-

sion and dynamics (micrometers to millimeters

and milliseconds to hours). This inherent hierar-

chical organization is responsible for the complex-

ity of living matter: A single process involves a

multiscale cascade of events whose description

requires the combination of different methodolo-

gies in so-called multiscale approaches.2,3
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This Account is composed of two parts. The first reports a

review of the modeling techniques typically used at each

“scale” and of their multiscale combination, either imple-

mented “in parallel”, that is, treating different parts of the sys-

tem with different resolutions in the same simulation,4 or “in

series”, that is, performing subsequent simulations of the sys-

tem at different resolutions and exchanging information

among them5 (see Figure 1). Rising up in the scale implies

reducing the resolution of the system’s description by elimi-

nating a part of the internal degrees of freedom (DOF) and

accounting for them implicitly. The strategies to achieve this

goal are described especially focusing on the issue of coher-

ently matching between scales in the space and time domains.

In the second part, applications are illustrated using two

paradigmatic cases: the family of the green fluorescent pro-

teins (GFPs) and the replication cycle of human immunodefi-

ciency virus (HIV). Soon after its discovery,6 the GFP from the

jellifish Aequorea victoria and, more generally, all the mem-

bers of the intrinsically fluorescent proteins (FP) family have

proven a revolution in the field of molecular biology. They

possess intrinsic fluorescence due to self-catalytic built-in chro-

mophores and can be genetically fused to other proteins, and

the protein-FP chimeric construct can be expressed in living

cells. This allows one to follow the protein’s trafficking by

means of confocal fluorescence microscopy, making the FPs

the most widely used probes or markers to monitor gene

expression, protein localization, diffusion, and interactions in
vivo.7,8

HIV replication relies on the action of some virus-specific

enzymes, such as the integrase (HIV-1in), which integrates the

viral genome into that of the infected cell, and the protease

(HIV-1pr), which cleaves the Gag and Pol viral polyprotein into

functional parts necessary for building and maturation of new

virions.9 Given their fundamental roles, those enzymes are tar-

gets for developing inhibitory drugs.10 However, the virus’

ability to rapidly mutate and reduce the affinity of drugs

makes the therapeutic efficacy of the drugs limited in time. For

this reason, efforts are currently directed to seek novel ther-

apeutic strategies going beyond simple antagonism. This

requires detailed knowledge of each step of the activity of

those enzymes and of the subsequent events.

Methods
Quantum Mechanics Methods. At any resolution, the qual-

ity of a model depends on the accuracy with which the two

following issues are addressed: the description of the interac-

tions and the sampling of the configurations of the system. In

this respect, there are a few concepts that iteratively occur.

One is the potential energy surface (PES) or its finite temper-

ature extension, the free energy surface (FES), that is, a mul-

tidimensional surface returning the potential (free) energy as

a function of a set of internal coordinates. The method used

to evaluate the P(F)ES strictly depends on the resolution level.

For small molecules (up to a few tens of atoms), both the

nuclear and electronic DOF can and must be explicitly treated

in order to describe the chemical reactions. The concept of the

PES is related to the Born-Oppenheimer approximation,11

assuming that the much faster electrons adiabatically adjust

their motion to that of the atomic nuclei. Thus, at any time, the

Schrödinger equation for the electron system is to be solved

in the external field generated by the atomic nuclei consid-

ered as frozen, and one is left with a nuclear-configuration-

dependent set of energy eigenvalues Ei({RI}) that define the

PESs of the ground and excited states (see Figure 1a). In turn,

the PESs are effective electronic-structure-dependent poten-

tial energy functions that determine the dynamics of the

nuclei.

The different methods used to solve the Schrödinger equa-

tion, called quantum mechanics (QM) approaches, basically

differ by the way the electron-electron interactions are

treated. The electron correlation can be accurately added as

a perturbation of the exchange-only Hartree-Fock (HF)

scheme at the expense of a large computational cost or via

less expensive (and less predictive) semiempirical Hamilto-

nians.12 Alternatively, in density functional theory (DFT) and,

more specifically, in the Kohn-Sham scheme,11 the many-

electron problem is reduced to a single-electron Schrödinger

problem in a self-consistent exchange-correlation potential

depending on the electron density. DFT changed the way of

approaching the QM calculations: its accuracy and predictive

power are comparable to those of other ab initio methods but

much cheaper computationally. Thus, DFT is conveniently

used for molecular structure optimization or even for dynamic

exploration of the PES, that is, ab initio molecular dynamics

(MD). Ab initio MD underwent rapid development especially

when Car and Parrinello (CP)11 introduced their Lagrangian

scheme to solve the coupled nuclei-electrons dynamical

equation. The CP approach is nowadays the most used

method to treat the ab initio MD of biosystems.11 In addition,

excited-state calculations are possible with the time-depen-

dent extension of DFT (TDDFT13). Although TDDFT is known

to suffer from large errors in the excitation energies, it is often

used in biosystems thanks to its extremely low cost with

respect to other excited-state methods.

Multiscale Modeling of Proteins Tozzini

Vol. 43, No. 2 February 2010 220-230 ACCOUNTS OF CHEMICAL RESEARCH 221



Force Field Based All-Atom Simulations and QM/MM

Hybrid Methods. In order to enlarge the size of the addres-

sable system, one must abandon the QM approach in favor of

empirical descriptions of the interatomic forces, also called the

molecular mechanics (MM) scheme. The elimination of the

electronic DOF enables enormous savings of computational

cost, allowing the simulation of fully hydrated proteins. In

passing from QM to MM, coherence is naturally achieved by

means of the PES: in MM, the chosen PES (usually the ground-

state one) is approximated with a sum of analytical terms

describing the chemical bonds and the van der Waals and the

electrostatics interactions, globally called the force field (FF).

The FF parameters are fitted on the PES evaluated with QM

approaches in small molecules representing parts of the sys-

tem (see Figure 1a). This procedure is often complemented by

including structural and thermodynamic experimental data.

The most commonly used FFs for proteins (Amber,14

CHARMM,15 Gromos16) differ by the relative amount of ab ini-

tio and experimental data used.

The hybrid (“parallel”) QM/MM descriptions17 exploit the

fact that the chemical reaction usually concerns a small part

of the system (the active site), allowing one to confine the QM

treatment to it and describe the rest within an MM scheme

(see Figure 1b). Termination of the electron density and

matching the forces at the QM/MM boundary are achieved

within a “boundary region” where the transition between the

two representations occurs smoothly. QM/MM approaches

enlarge the size of the system that can be simulated preserv-

ing accuracy, but they do not bear an analogous advantage

in the time domain: the time length of a MD simulation is lim-

ited by the computational cost of the QM simulation, also

related to the amplitude of the time step, ∆t, for the integra-

tion of the equations of motion. Thus, while in the classical

MD simulation, typically ∆t ≈ 1 fs, allowing one to reach

10-100 ns run lengths, in QM or QM/MM simulations within

the CP approach, ∆t ≈ 0.1 fs and maximum run lengths of

100 ps to 1 ns can be reached. Typically, the chemical reac-

tions, proton transfers or similarly fast events, are accessible,

FIGURE 1. Schematic representations of the multiscale approaches. (a) In the QM methods (red, the atomic coordinates {R} and the
electronic orbitals of the system are explicitly treated, and the PESs are evaluated quantum mechanically. In the MM (yellow) methods, the
internal DOF are the coordinates of all the atoms {R}; the PES of an electronic state is approximated with empirical functions (the FF). In the
CG models, groups of atoms are condensed in single interacting sites (whose coordinates are {Q}), and the PES is simplified (cyan). The GFP is
represented at the three levels within a serial multiscale approach. (b) The same three methods applied in parallel to HIV-1pr: the two active
aspartates and the residues of the substrate interacting with them are treated at the QM level; the active site residues (residues surrounding
the aspartates and the substrate) are treated at the MM level, and all the rest are treated at the CG level. (c) Pictorial representation of the
transition CG to mesoscale to continuum representations in GFPs, within a “serial” multiscale approach; (d) “parallel” multiscale model of HIV-
1pr (CG representation) within the crowded cell environment: the crowding molecules are represented at the mesoscale level as spheres.
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but the subsequent structural rearrangement of the protein,

which requires a fully classical MD simulation, is not.

Coarse-Grained Descriptions. Although microsecond all-

atom simulations of entire proteins were performed on dedi-

cated heavily parallel systems,18 the simulation of macro-

molecular aggregates on the microsecond time scale requires

further simplifications. Following the reductionist approach, the

idea of coarse-graining (CG) the system, that is, condensing

groups of atoms into single interacting sites, naturally arises.

Very different levels of CG have been considered,19 ranging

from the “united atoms” approach, where only the hydrogen

atoms are eliminated, to mesoscale models with interacting

sites representing whole proteins. A critical issue is the com-

bination of accuracy and predictive power in the FF, especially

for the “minimalist models” such as the one bead per amino

acid (OB-CG) model.20 One can generally recognize three dif-

ferent parametrization methodologies: (i) structure based, (ii)

statistical/empirical potentials, or (iii) force (or free energy)

matching. In method i, the equilibrium values of the FF terms

are based on a single (experimental) structure that is by con-

struction an equilibrium one. The few free parameters are fit-

ted on experimental data (amplitude of thermal fluctuations,

specific heat of a transition, relative equilibrium concentra-

tions, etc). In this class, characterized by low predictive power,

a number of popular models fall, such as the network and the

Gō models, used in the analysis of slow motions and fold-

ing. Transferability and predictability is improved in class ii,

where a statistical set of structures is used to fit FF parameter

with procedures based on the Boltzmann inversion,21 often

integrated including empirical or experimental data. This

method generates models that are thermodynamically con-

sistent with the data set (see Figure 1a), the diversity and

nature of which also determine the transferability of the FF.

Thus method ii is preferable when the CG simulation is per-

formed within serial approaches or alone. Conversely, statis-

tical mechanical consistency is inherent to method iii, which

consists of fitting the CG forces on those obtained from sets of

trajectories from all-atom MD simulations.22,23 Thus method

iii is more convenient in multiscale parallel approaches (Fig-

ure 1b). A nonexhaustive list of CG models classified accord-

ing to their features is reported in Table 1.

The CG procedure cuts out the high frequencies of the sys-

tem and smoothes the FES (see Figure 1a). Consequently, a

further gain in computational cost stems from the possibility

of choosing larger ∆t and from the intrinsic acceleration of the

system dynamics. However, the latter is a fictitious effect that

must be corrected if one wants to have a realistic description

and coherency also in the time domain. This can be done by

using stochastic dynamics: the damping and random force in

the generalized Langevin approach can reintroduce the

dynamics of the eliminated DOF.25 Finally, mesoscale mod-

els representing entire proteins or domains as spheres or ellip-

soids, or even rigid bodies delimited by the solvent-accessible

surfaces, are often considered even within multiscale

approaches (see Figure 1c,d). Surface-based approaches are

typically used for instance in docking and protein recogni-

tion methods.26 A review of CG models can be found in ref

27.

The Continuum Representation. The continuum repre-

sentations can be considered as an extreme case of coarse

graining: the system is represented as a medium whose

dynamics is described by a single functional variable depend-

ing on the space coordinates. Specific relevant cases are (i) the

continuum representation of the solvent, (ii) the surface model

TABLE 1. A Nonexhaustive List of CG Models for Proteins with Their Main Features

class model CG level features applications

structure based

network models

one bead to all atom

elastic24a

inelastic24b principal modes
plastic24c and bimodal24d anharmonic motions
multiple resolution24e bias toward a single structure biased dynamics
amino-acid specific24f structural and topologic accuracy multiscale modeling
phys chem properties24g low transferability
Gō models minimally frustrated folding
standard24h desolvation intermediates
solvation potential24i effects of mutations
amino acid specific + phys chem properties24j free energy landscape

empirical, knowledge-based
Head-Gordon24k one bead

larger transferabilityThirumalai24l two beads
Mukherjee24m two beads folding

statistical Martini24n two to five beads thermodynamic consistency aggregation
Unres24o three beads slow transitions

free energy matching +local bias Bahar24p two beads structural accuracy general dynamics
Tozzini-McCammon24q one bead

force matching Voth24r two to four beads statistical mechanical consistency general dynamics

Multiscale Modeling of Proteins Tozzini

Vol. 43, No. 2 February 2010 220-230 ACCOUNTS OF CHEMICAL RESEARCH 223



of the cell membrane, and (iii) the diffusional dynamics of pro-

teins within the cell. In case i, the functional variable is the

local ion or other cosolvent concentration, which can be

treated within the Poisson-Boltzmann theory28 or with gen-

eralized Born methods.29 In case ii, the variable is the local

membrane deformation, which can be treated within elastic or

more sophisticated theories,30 and in case iii, the variable is

the local protein density, which can be treated, for instance,

within a Liouville-like transport equation approach, describ-

ing the flux of a fluid (i.e., the protein ensemble) within given

boundary conditions (e.g., the cell compartments)31 (see Fig-

ure 1c). The transport equations describing the time evolu-

tion of the particle density can be rewritten within the time-

dependent classical density functional formalism,32 which

offers a way to bridge the continuum with the particle repre-

sentation: the information on the interactions among parti-

cles could be included within the classical energy density

functional using data from the CG stochastic dynamics simu-

lations. Curiously, the modeling approaches at two extremes

of the scale (the QM and the continuum) can be formulated

within the same framework, that is, DFT, although the den-

sity variables in the two cases assume very different mean-

ing (i.e., the electron density and the protein density).

Applications
Colors and Shades of FPs. The self-catalytic chromophore

building reactions slightly differ in the different FPs, leading to

variously extended delocalized electron systems (see Figure

233). The chromophores are relatively small (∼5 Å), and some

of their optical properties can be observed even when they are

isolated from the protein matrix.34 Thus, they are ideal cases

to be studied with QM approaches. The excitation energy of

the neutral and anionic state of the GFP chromophore was

evaluated with basically all available QM methods (see the

Supporting Information). A range of over 2 eV is spanned by

the different calculations. Compared with the ab initio and the

semiempirical methods, the TDDFT turns out to be a good

compromise between accuracy, predictive power, and com-

putational cost. This circumstance allowed systematic studies

on the whole series of the FP chromophores33 in different pro-

tonation states, revealing an inverse proportionality relation-

ship between the excitation energy and the charge

displacement upon excitation (Figure 2). This roughly explains

the variety of colors of the FPs: red-shifted chromophores are

obtained from the green one by the progressive extensions of

the electronic delocalization, while blue-shifted chromophores

were obtained by artificially mutating the central tyrosine res-

idue to effectively shorten the electron delocalization. This

study additionally allowed an evaluation of the TDDFT per-

formances in this molecule’s family, which performed partic-

ularly well for the blue chromophores (see Figure 3). A similar

accuracy was found in the calculation of the two-photon

absorption cross-section.35

The theoretical studies on the chromophore have helped to

assign the two main absorption bands of the GFP (∼400 and

∼480 nm) emitting blue and green light to its neutral and

anionic forms, respectively. Although the emitting color

depends in first approximation on the chemical structure of

the chromophore, this is not enough to explain the variety of

available shades of GFP mutants. A systematic DFT theoreti-

cal study of the active site has clarified this complex land-

scape,36 showing that the excitation wavelength is shifted by

specific interactions occurring between the chromophore and

the active site residues (Figure 4), also explaining an experi-

mentally observed linear relationship between the absorp-

tion energy and a fingerprint Raman band. The CP MD

approach was used to study the formation and properties of

additional elusive states possibly forming by proton transfer

from A or B. These are the intermediate I forming during the

normal fluorescence cycle of the GFP (Figure 436) and the

hypothetical zwitterionic state (see Supporting Information), a

possible candidate for the fast on-off blinking behavior of the

fluorescence.

Dark State Dynamics in GFP and Cleavage Reaction
of HIV-1pr. The (G)FPs enter a long-lived dark state after a

certain number of fluorescence cycles. Some mutants, such as

the E2GFP, however, can be reconverted to the normal bright

FIGURE 2. The relationship between color and chromophore
structure. As the electronic delocalization increases, the charge
displacement upon excitation increases and the excitation energy
decreases. The different chromophore structures are reported with
a surface representation of the distribution charge displacement
and approximately placed in the color area corresponding to their
emission wavelength.
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FIGURE 3. The TDDFT excitation spectrum of the BFPF chromophore in an environment mimicking the protein (blue and cyan) compared
with the experimental protein spectrum (magenta). Different excitations seem to contribute to the large line shape, in addition to the
vibronic structure. The chromophore excitation also appears to participate in the high energy peak, which was generally attributed to the
protein aromatic amino acids.

FIGURE 4. The chromophore environment and the relationship between shades, structure, and vibrational properties. The main panel
represents the chromophore of the GFP in its neutral form and the residues in contact with it. The plots represent the linear relationship
between the excitation energy and the chromophore geometry (represented by the bond-length alternation, upper graph) and the frequency
of the CdC fingerprint Raman band (bottom graph). The emission color is reported as a colored band in the bottom graph. The arrows show
the relationship between structure, excitation energy and vibrational frequency for the main states of two different mutants, EGFP and
E2GFP, whose structures are reported in the ovals.
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state by illumination in the UV (∼350 nm) where their dark

state absorption spectrum displays an additional band (pho-

toswitching). This phenomenology lead to the hypothesis of a

cis-trans isomerization of the chromophore as the main

mechanism for the photoswitching37 (see also the Support-

ing Information). Such a transition is beyond the capability of

the CP MD simulations, since it involves extended structural

readjustments. On the other hand, a classical MD simulation

requires a feedback with the QM calculations for the FF opti-

mization: the cis-trans transition occurs through the excited

state, whose parametrization required data from QM calcula-

tions.38 The simulation showed that the cis-trans isomeriza-

tion occurs despite the small volume available in the active

site (see Figure 5). Furthermore, the structural changes of the

active site induced by the transition can explain the observed

blue shift of the absorption, giving strength to the cis-trans

hypothesis. This is an example of “in series” combination of

QM and MM calculations: the structure extracted from the

classical MD simulation39 was used as the basis for the QM

calculations; in turn the QM calculations were used to opti-

mize the FF parameters and gave the prediction of the absorp-

tion spectrum. A similar serial QM/MM approach was used

for the proton transfer between the chromophore and the pro-

tein with QM calculations.40 QM/MM parallel calculations of

the absorption spectra were performed using QM regions of

different sizes41,42 and combinations of serial and parallel

QM/MM approaches.43

The theoretical studies on HIV-1pr usually include the

whole protein because the active moiety, the aspartic acid

dyad that operates the hydrolysis reaction, cannot be sepa-

rated from the protein matrix (see Figure 1c, blue in the

squared inset). In the QM/MM studies of HIV-1pr, the aspar-

tic dyad and model substrates are usually included in the QM

representation.44,45 These studies were successful in clarify-

ing some fundamental aspects of the substrate cleaving reac-

tion. However, the bottleneck steps of the process are the

substrate recognition and binding. The large number of avail-

able classical MD simulations of HIV-1pr were mainly aimed

at analyzing the differences in the dynamical behavior of the

different mutants that the virus produces to survive the anti-

AIDS drugs.46 Some of these have shown that the flaps, two

hairpin-like structures covering the active site, curl their tip on

the nanosecond scale.47 However, they generally fail in

describing the opening of the flaps, which is a preliminary step

for substrate binding. Only a few of them have succeeded in

showing isolated or partial opening events, mostly by using

“tricks” such as solvent with reduced viscosity to accelerate the

dynamics.48

HIV-1 Protease and Integrase Dynamics. NMR data

indicate that rearrangements in the structure of the HIV-1pr

compatible with flap opening occur on the time scale of micro-

seconds to milliseconds. Thus, the reason for the failure of the

all-atom MD simulations in describing this event is its extreme

rarity on the time scale that they can address. Conversely, a

stochastic dynamic simulation with a OB-CG model of the HIV-

1pr was able to reach that time scale, to model the complete

flap opening dynamics, and to study a large statistic of

events.49,50 This model survived several stages of validation:

it was able to correctly reproduce the effects of mutations on

the opening tendency51 and the location of an allosteric site

for opening inhibition, to predict the open HIV-1pr structure

subsequently experimentally confirmed (see Figure 6), and to

reproduce the dependence of the flap opening frequency on

the solvent viscosity.

The model was subsequently used to simulate the bind-

ing of a peptide modeling a part of the substrate and the prod-

uct release after cleavage52 (Figure 7). Conversely, the study

of the binding of antiviral drugs required a serial CG/MM

approach53 (Figure 8). The slower phases of the substrate

approaching and flap opening were simulated with the CG

model. Subsequently, starting from selected snapshots of the

almost formed complex, the final docking was simulated with

FIGURE 5. Three snapshots from the classical MD simulation of fully hydrated GFP, showing the cis-trans isomerization of the
chromophore. The isomerization can take place within the small active site free volume because it occurs via the “hula-twist” rotation of the
rings. The hydrogen-bonds are highlighted in green.
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all-atom MD. This was necessary due to the more chemically

various interactions between HIV-1pr and nonstandard

ligands, such as the inhibitor drug. A parallel MM/CG model

describing the active site at the all-atom level was also devel-

oped;54 however the simulation length is limited to the nano-

second scale by the MM part.

A multiscale approach was also used to study anti-AIDS

strategies targeting the HIV-1in. The acetylation of its spe-

cific lysine residues is thought to be involved in the viral DNA

integration process.55 Consequently, the inhibition of this pro-

cess is a possible therapeutic strategy. A serial MM/CG/me-

soscale approach was used to model the interaction of HIV-

1in with p300 and GCN5 acetyl transferases (HATs):56 a

combination of standard docking methodologies with all-atom

simulation was used to build a reliable complex of HIV-1in

with HATs. These were subsequently used within a CG

approach to study the dynamical properties of the complexes

and to indicate possible inhibition strategies.

FPs and HIVpr in the Cell Environment: Facts and

Perspectives. The cytoplasmic environment is crowded with

macromolecular agents that are known to affect the dynam-

ics and kinetics of many processes. This effect was studied in

HIV-1pr with a parallel CG/mesoscale model where the pro-

tein was represented with the OB model and the crowding

agents as large soft spheres (Figure 1d). It was shown that the

flap opening frequency and the stability decreases at high

concentrations of crowding agents due to steric effects.57

A similar approach applied to the FPs or a FP-protein con-

struct would aid the interpretation of the fluorescence micro-

scopy data. In fact the diffusion coefficient of those systems

measured with special techniques such as fluorescent recov-

ery after photobleaching (FRAP) depends on their dynamics

and on the presence of crowding agents. Another application

could be to the FRET technique (fluorescent resonant energy

FIGURE 6. Red structures at the bottom provide a sequence showing the opening mode of the active site of HIV-1pr (highlighted in yellow).
Superimposed to the closed and semiopen structures, in blue, are two experimental structures. Cyan structures on the left show two
extremal conformations of the mode corresponding to the opening of a putative allosteric site (highlighted in magenta). The graph gives the
correlation plot between the two modes, indicating that a drug constraining the allosteric site would probably inhibit the flap opening.

FIGURE 7. Five snapshots from the CG simulation of the substrate
binding, cleavage, and release of HIV-1pr (in blue and red, substrate in
green). From left to right, approaching, docking, flap closing and
substrate adjustment, cleavage, and product release. The HIV-1pr
bound to the Gag is also shown. The pr is in green, the Gag in white
and yellow, and the linker peptide to which the pr binds in orange.
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transfer), which monitors the transfer of fluorescence between

two FPs (donor D and acceptor A) whose spectra superimpose,

indicating the interaction between the proteins tagged by D

and A. The intensity of the effect depends both on the rela-

tive distance and on the orientation of D and A, which in turn

depends on the D-protein-protein-A complex conforma-

tion. CG models complemented by docking techniques could

allow extraction of fine quantitative information on the com-

plex structures from FRET data.

The FRAP experiments were actually simulated at the “con-

tinuum” level.58 In this case, a certain level of complexity

resides in the definition of the boundary conditions, which

must reproduce quite accurately the contours of the cell com-

partments (specifically, the endoplasmic reticulum). Clearly an

interplay between this level of description and the CG/mesos-

cale level would give a more predictive picture and accurate

contact with experimental data (Figure 1c).

Concluding Remarks
This paper has hopefully given the flavor of the variety of

methods necessary to analyze and model the many different

aspects of the biomolecular processes. Concerning the spe-

cific cases reported, while almost the all possible combina-

tions of QM and MM techniques were used for the study of

FPs and a few studies are available with the continuum mod-

els, very a little was done on them at the CG-mesoscale level.

Considering the variety of different techniques based on FP-

tagging that need a low-resolution level of structural and

dynamic knowledge of the involved proteins, this gap is likely

to be filled soon. On the other hand, for HIV replication the

steps involving the HIV-1pr were well studied at all the lev-

els (except the continuum). But again, the levels that proba-

bly would be worth elaboration are still the CG and mesoscale:

the study of the cleavage of the entire Gag protein and of the

subsequent rearrangements leading to the virus capsid for-

mation is currently in progress (see Figure 7).

More generally, it is clear that studying isolated events,

either in space or in time, often gives a partial, if not wrong,

picture of the reality. Consequently multiscale simulations are

necessary, and the different scale representations must be

integrated coherently by means of exchange of information

among them. The weak links of the chain are the CG and

mesoscale models, which are still much less used than the

more conventional FF-based and QM methods. This is partly

because they are less standard and still in a development

phase. Furthermore, while there are several software pack-

ages that integrate QM and MM levels, very a few packages

implement the CG and coarser models, and even fewer inte-

grate more levels in a fully multiscale software. An effort in

this direction would be very useful to promote the use of mul-

tiscale approaches.
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from the CG simulation of the drug approaching; on the right (HIV-1pr in red-green-yellow and drug in cyan), a sequence of snapshots from
the MD simulation of the drug adjustment in the active site and flap closing.
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